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1. Introduction

2. Comparing Differences Across Groups

3. Assessing (Innocuous) Relationships

4. Models with Latent Concepts and Multiple Relationships: Structural Equation 
Modeling

5. Nested Data and Multilevel Models: Hierarchical Linear Modeling

6. Analyzing Longitudinal and Panel Data

7. Causality: Endogeneity Biases and Possible Remedies

8. How to Start Analyzing, Test Assumptions and Deal with that Pesky p-Value

9. Keeping Track and Staying Sane

What these materials are about
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Offering a guide through the essential steps required in quantitative data analysis



Part 2 and 3:
Regression and Analysis of 
Variance Models

Teaching Notes: Quantitative Data Analysis  ~ © Copyright 2017 W. Mertens, A. Pugliese & J. Recker. All Rights Reserved. ~ 4



1. Regression Models
 When do we need them?
 Assumptions
 Conduct
 Types

 Linear
 Hierarchical
 Logistic Regression

 Reporting

2. Analysis of Variance
 When do we need them?
 Assumptions
 Conduct
 Types

 ANOVA
 MANOVA
 ANCOVA
 MANCOVA

 Reporting

Agenda
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1 Dependent Variable 1 Independent Variable Test

Binary
Metric Logistic regression
Non-metric Chi-square test

Non-metric
Metric Logistic regression
Binary Mann-Whitney test

Metric
Binary t-test
Metric Regression analysis
Nominal Analysis of variance

When do we need which test?
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1 Dependent Variable 2 or more Independent Variables Test

Non-metric
Metric Logistic regression
Non-metric Loglinear analysis

Metric
Metric Multiple regression
Non-metric Analysis of variance

When do we need which test?
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2 or more

Dependent Variables

2 or more

Independent Variables
Test

Non-metric
Metric

Multivariate multiple regression with 
dummy variables

Non-metric
Multivariate analysis of variance with 
dummy variables

Metric
Metric Multivariate multiple regression
Non-metric Multivariate analysis of variance

When do we need which test?
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 The purpose of regression models is learn more 
about the relationship between several 
independent or predictor variables and a 
dependent or criterion variable.

 The computational problem that needs to be 
solved in regression analysis is to fit a straight 
line to a number of points.

 Y = b0 +b1x1 + b2x2 + … + bnxn + e

Regression models
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 Linear regression
 1 dependent variable: continuous/scale
 One or more independent variables: continuous/scale

 Hierarchical regression
 1 dependent variable: continuous/scale
 Multiple blocks of independent variables: continuous/scale

 Logistic regression
 1 dependent variable: binary
 One or more independent variables: continuous/scale

Types of Regression Models
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1. Linearity and additivity of the relationship between dependent and independent variables: 
1. The expected value of dependent variable is a straight-line function of each independent variable, holding the 

others fixed.

2. The slope of that line does not depend on the values of the other variables.

3. The effects of different independent variables on the expected value of the dependent variable are additive.

2. Statistical independence of the errors

3. Homoscedasticity (constant variance) of the errors 
Remember: Variance is equal in different (sub-)samples

1. versus the predictions 

2. versus any independent variable

3. versus time (in time series data)

4. Normality of the error distribution. 

Linear Regressions: Assumptions
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1. Linearity and additivity of the relationship between dependent and independent variables:
Check for systematic patterns in a plot of How to diagnose: nonlinearity is usually most evident in a plot 
of observed versus predicted values or a plot of residuals versus predicted values.

2. Statistical independence of the errors:
Check plots of residuals versus independent variables: residuals should be randomly and symmetrically 
distributed around zero under all conditions, and in particular there should be no correlation between 
consecutive errors no matter how the rows are sorted.

3. Homoscedasticity (constant variance) of the errors:
Look at a plot of residuals versus predicted values. Be alert for evidence of residuals that grow larger 
either as a function of time or as a function of the predicted value

4. Normality of the error distribution:
Check the plot of residuals for normal probability.

Linear Regressions: Testing Assumptions
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 Analysis of
conference reviewing data:

 Which review criteria
predict paper acceptance?

 Uses both linear and
logistic regression

 Read up at
http://eprints.qut.edu.au/31606/

Examples: Regression models
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 Analysis of
process model comprehension:

 Which categories of factors are
important to being able to
understand processes?

 Uses hierarchical regression

 Read up at
http://eprints.qut.edu.au/66531/

Examples: Regression models
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Output of SPSS Regression Analyses
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Output of SPSS Regression Analyses
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Output of SPSS Regression Analyses
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Output of SPSS 
Regression 
Analyses
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1. Describe Descriptive Statistics (means, st. dev.) of all variables

2. Report on testing of assumptions – especially if assumptions are violated and 
what was done about it.

3. Report on model fit statistics (F, df1, df2, R2).

4. Report parameter estimates – for constant and IV
1. Standardized Beta
2. T-value and significance
3. (Confidence intervals)

Reporting Regression Analyses
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 Subtype of linear regression models where
 multiple independent factors exist that
 can be grouped meaningfully into different categories

 And where an interest exists to compare how predictive the model is given 
different categories
 That is, how much better the explanatory power becomes if a particular group of 

factors is added or deleted.

Example: http://eprints.qut.edu.au/66531/

Hierarchical Regression Analyses
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 Type of regression models where
 The dependent variable is binary
 [or ordinal: ordered logistic regression (e.g. 3 categories: low, medium, high)]

 Checks whether we can predict in which category we will land based on the values of 
the IV.

 Essentially compares a model with predictors (BLOCK 1) against a model without 
predictors (BLOCK 0):
 is a prediction with our variables better than random chance?

Example: http://eprints.qut.edu.au/31606/

Logistic Regression Analysis
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Logistic Regression
Analysis: Output
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Logistic Regression
Analysis: Output
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Reporting Logistic
Regression Analyses
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1. Regression Models
 When do we need them?
 Assumptions
 Conduct
 Types

 Linear
 Hierarchical
 Logistic Regression

 Reporting

2. Analysis of Variance
 When do we need them?
 Assumptions
 Conduct
 Types

 ANOVA
 MANOVA
 ANCOVA
 MANCOVA

 Reporting

Agenda
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 a statistical method used to test differences between two or more means.

 Inferences about means are made by analyzing variance.

 Think of it as an extension of t-tests
 To two or more groups

 To means+variance rather than only means.

 In a typical ANOVA, the null hypothesis is that all groups are random samples of the same population.
 For example, when studying the effect of different treatments on similar samples of patients, the null hypothesis 

would be that all treatments have the same effect (perhaps none).

 Rejecting the null hypothesis would imply that different treatments result in altered effects.

 Often used in experimental research, to study effects of treatments.

Analysis of Variance Models
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 One-way ANOVA
 used to test for differences among two or more independent groups (means).
 Typically, however, the one-way ANOVA is used to test for differences among at least three groups, since the two-group 

case can be covered by a t-test (when there are only two means to compare, the t-test and the ANOVA F-test are 
equivalent).

 Factorial ANOVA
 used when the experimenter wants to study the interaction effects among the treatments.

 Repeated measures ANOVA
 used when the same subjects are used for each treatment (e.g., in a longitudinal study).

 Multivariate analysis of variance (MANOVA)
 used when there is more than one dependent variable.

 Analysis of covariance (ANCOVA)
 blends ANOVA and regression: evaluates whether population means of a DV are equal across levels of a categorical IV

[treatment], while statistically controlling for the effects of other continuous variables that are not of primary interest 
[covariates].

Types of Analysis of Variance Models
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 The type of ANOVA model is highly dependent on your research design and 
theory; in particular:

 What are between-subject factors? How many?

 What are within-subject factors? How many?

 What are treatments? How many?

 Which factors are theoretically relevant, which are mere controls?

ANOVA and Research Designs
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 Independence, normality and homogeneity of the variances of the residuals
 Like we discussed last week.

 Note there are no necessary assumptions for ANOVA in its full generality, but the 
F-test used for ANOVA hypothesis testing has assumptions and practical 
limitations.

ANOVA Assumptions
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 One-way
= one-way between groups model
 E.g., school performance between boys versus girls

 Two-way
= two one-ways for each factor
PLUS
interaction between two factors
 E.g., school performance between boys versus girls and locals versus internationals

 Three-way
 You get the idea…

One-way and two-way ANOVA
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 Injuries sustained by kids wearing superhero 
costumes

 Does it depend on which costume they wear?
 Superman, Spiderman, Hulk, Ninja Turtle?

 Adopted from 
http://www.statisticshell.com/docs/onewayanova.pdf

Illustration: Analysis of Variance
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 Are injuries sustained random or significantly dependent on wearing superhero 
costumes?

 Is there any order of injuries sustained by type of costume?

What ANOVA could tell us
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What ANOVA could tell us

Variance in injuries severity explained by 
different costumes

Flying superheroes Non-flying 
superheroes

Superman Spiderman

Hulk Ninja Turtle

Contrast 1

Contrast 2

Contrast 3



Contrast
Costume

superman spiderman hulk ninja turtle
1 2 2 -2 -2
2 1 -1 0 0
3 0 0 1 -1

Translated into contrasts



 Descriptive Statistics: means, errors, 95% CI

 Levene’s test of homogeneity  should be insignificant

 ANOVA results
 Between groups (model)
 Within groups (residual variance)
 Contrast tests (depending on Levene’s test results)
 Post hoc tests (if conducted)

Important elements of any ANOVA test
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 Usefulness, difficulty and importance of dietary information from three sources
 Web site
 Nurse
 Video

 Adopted from http://www.ats.ucla.edu/stat/spss/output/SPSS_MANOVA_AO.htm

Illustration: MANOVA
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 Usefulness, difficulty and importance of dietary information from three sources
 Web site
 Nurse
 Video

 Adopted from http://www.ats.ucla.edu/stat/spss/output/SPSS_MANOVA_AO.htm

Illustration: MANOVA
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 Model experiment:

 Which model (EPC or BPMN)
do people understand better?

 Uses MANCOVA

 Read up at
http://eprints.qut.edu.au/40198/

Example: Analysis of Variance
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 Example: http://eprints.qut.edu.au/59428/

 Reports on 

 Repeated measures (M)ANCOVA

Reporting (M)AN(C)OVA tests
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 Descriptive statistics
 Mean plus standard deviation
 Per group
 Per repeated measures

 Any assumption tests and eventual corrections

Reporting (M)AN(C)OVA tests
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 Each analysis results
 Df
 F
 Sig.
 Partial Eta Squared
 Error

Reporting (M)AN(C)OVA tests (ctd.)
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A Detailed Look
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http://eprints.qut.edu.au/59428/, pg. 681-682



 Conduct Power Analysis
 Upfront to understand sample size requirements of your chosen design
 http://www.gpower.hhu.de/en.html

 Contrasts are very powerful tools in conjunction with post-hoc tests
 If you have categorical instead of binary IV

 Always test different ANOVA models
 With/without covariates
 With/without interaction effects

 Beware of type-1/type-2 errors!
 Very prevalent in (M)ANOVAs!

Some Tips



Type-1 and Type-2 Errors





End of Part 2 and 3
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